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Abstract

Most students at graduation have bought textbooks for at least 8
semesters or 12 quarters. We surveyed seniors to determine the char-
acteristics of those who buy at the campus bookstore versus those who
buy books online. To see how online students improve their performance,
we created a simple Bayesian multiperiod optimization problem with an
unknown parameter (cheaper store). Subjects did not compute the op-
timal strategy, but did demonstrate some intuitive understanding of the
problem. In order to judge the optimality of actual student strategies, we
recorded online prices for 24 days. Performance varied among students.
Some were near optimal.
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2 1 INTRODUCTION

1 Introduction

Consumers search repeatedly for similar products, such as food, clothing, and
textbooks. We examine student textbook search procedures of The University
of Texas at Austin (UT) upperclassmen who seek cost savings by buying their
books from many sellers rather just buying their textbooks from the campus
bookstore, the UT Co-op.

In Section 2, we provide an overview of the textbook market at UT. We use
four surveys to characterize those students who go directly to the UT Co-op
and those who shop around. The former are willing to pay higher prices in
return for the convenience of the Co-op; others search many stores and Web
sites to obtain cheaper prices, but with a risk of a late delivery and less quality
than stated. The price searchers report saving about 40% relative to the Co-op
prices over time. Qur question is to what extent they are capable of creating
an optimal strategy to achieve this goal.

In Section 3, we formulate a simple Bayesian optimization problem to deter-
mine whether subjects are capable of creating an optimal strategy for search-
ing. This problem is a variation of estimation and control problems studied by
a group of economists starting in the 1970s. For example, see Chow (1981),
Norman (1976), Norman and Jung (1977), and a survey of this literature by
Kendrick (2005). We begin the section by showing why previously studied es-
timation and control problems are too complicated even if the time horizon is
only two periods. We then create a computationally tractable model using a

binomial distribution and a small number of alternatives, resulting in a problem



whose computational complexity is quadratic in the time horizon.

In Section 4, we discuss our experimental design. Subjects solve four search
problems before answering survey questions on their own search procedures. All
problems require the subject to maximize her expected savings in selecting a
textbook from one of two stores for either two semesters (problem 1), or four
semesters (problems 24). To determine an optimal strategy, the subject must
calculate how many semesters she will check prices before she stops bothering
to shop around. The number of arithmetic operations is less than 10 for the
two-period problem and less than 50 for the four-period problems. The survey
questions focused on determining whether subjects had an intuitive understand-

ing of the problems.

In Section 5, we discuss the results of our first experiment. Only six sub-
jects determined the correct strategy for the first problem. We conclude that
most didn’t understand the problem-or, if they did, they couldn’t perform the
calculations correctly. But subjects did demonstrate an intuitive understanding

of the second, third, and fourth problems.

In Section 6, we present the results of our fourth questionnaire in which we
asked graduating seniors to recommend to freshman the sites they should check
for low textbook prices. We also checked the prices for economic textbooks for
all undergraduate classes for a period of 21 days for a new, good used, and
usable used textbook. In the case of a new and good used textbook the student
would obtain the low cost textbook over 90% of the time if they just checked

two sources, Half.com and Amazon.com. For usable used textbooks a freshman
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should check more sites. How close to optimal are the seniors recommendations?
The trade-off between price and risk complicates this analysis. Nevertheless, a
freshmen, without solving a dynamic optimization problem, can develop a near
optimal search strategy by talking to a small number of seniors who buy their
textbooks online from many sources.

In Section 7, we conclude. This is the fourth in a series of papers to define a

procedural consumer. The others are Norman et al (2001), Norman et al (2003),

Norman et al (2004), and Norman et al (2006)

2 Textbook Market and Buyers

In this section, we characterize the UT textbook market and student participa-
tion therein.

Students buy textbooks each semester. The professor usually defines exactly
which materials are needed for the class, but the student still faces a wide
number of textbook choices. Widely used textbooks are frequently available
not only in U.S. editions, but also in less expensive softcover foreign editions
printed in color on quality paper and in much less expensive softcover foreign
editions printed in black and white on newspaper quality paper. In many cases
it is illegal to sell these foreign editions in the U.S. Sellers also offer used copies
of each edition in varying states of disrepair.

If a student buys from the UT Co-op, she can buy a new U.S. edition at the
publisher’s list price or a used U.S. edition at 75% of the list price, regardless of

the condition of the used book. She can return the book for up to 12 class days,



which is important because many students add or drop classes. If she keeps the
book, she can sell it back to the Co-op at the end of the semester for half of
its new price (regardless of whether the copy she purchased was new or used)
if a professor has requested the book for the next semester. At the end of the
academic year, she will also receive a 10% rebate towards Co-op purchases, but

the most important characteristic of this seller is convenience.

Most of the online sites that students use to purchase textbooks are what we
call marketplace websites. In contrast to a traditional, direct sales site like Ama-
zon.com, marketplace sites list third-party retailers, who describe their offering,
set a price, and are rated by their previous customers. Amazon Marketplace,
Half.com, BookByte.com, and AbeBooks.com are examples of this genre. The
most important characteristic of marketplace sites is their low cost, but there is
also a risk that a faceless seller will not send a book in good time or will fail to
accurately describe his product. Recognizing this problem—even among sellers
rated by previous customers-most marketplace websites refund purchases that

fail to arrive, although refund policies vary from site to site.

Another variety of product search site are meta-search sites, such as Price-
Grabber.com, CampusBooks.com, Bigwords.com, and Froogle.com. These search
a variety of sales sites to provide a list of sellers ordered by price. By using such
a site, a consumer can search a wide variety of marketplaces for his desired
product, covering a broader selection of sellers with less effort. These sites are
not so widely used, in part because they may be less well known, and in part

because they suffer from spurious results—as with sites that say they charge one
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dollar for a book, provided the consumer jumps through a series of hoops in the
form of arcane point-trading programs or the student goes to a site to find the
low cost book indicated by the meta-search site only to find that the book is no
longer available.

To determine how students bought their textbooks, we surveyed UT upper-
classmen every semester between Fall '04 and Spring ’06. For the first three
surveys, we offered each student five dollars for completing the survey. For the
fourth, students who stated that they only shop at the Co-op were offered a one-
page survey to complete for three dollars, whereas students who shop around
were offered a four-page survey they could complete for six. The Fall '05 survey
included a brief essay detailing the factors why some students choose to buy
textbooks only at the UT Co-op while others search many sellers.

From these questionnaires we have created the following table:

Table 1: Percent of the total cost of schoolbooks paid by the following sources:

Source Co-op: See a below (n = 42) | Many Sellers: See a below (n = T71)
Money you earned 11.07% (4) 25.00% (9)

Parents and relatives 69.52% (25) 53.94% (21)
Scholarship 8.93% (2) 7.54% (3)

Loan 8.10% (0) 11.41% (3)

Trust 2.38% (1) 2.11% (1)

where for a the % is the mean from that source and the number in the () is the
number who obtain 100% of their funding from that source. From questionnaire

4 we present data on parental incomes:

Table 2: Parental Income Brackets

Brackets UT Co-op | Many Sellers
0-$70K 11 15
$70,001-100K 2 9
$100K+ 26 14




The differences between groups with different funding sources are smaller
than might be expected. Students who earn their own money might be thought
to be more money-conscious, but 40% do not shop for the best price; students
who get money from their parents might be thought to be less concerned about
textbook price, but 40% shop at multiple websites. Also, 11 out of the 16

students with the lowest household income do not comparison shop.

The reasons for shopping only at the UT Co-op are convenience, risk avoid-
ance, and lack of incentives to shop elsewhere. In the first questionnaire, 78%
of students who shopped only at the Co-op said that convenience was the most
important factor in their purchasing decision. Seventeen out of the twenty-five
students who shop at the Co-op and whose parents cover their textbook costs
said that their parents give them no incentive to shop elsewhere. As not all
of these respondents said that they were worried about delivery risk, the only
concern for several of these students was convenience. Moreover, between ques-
tionnaires one and four, we found that 69% of Co-op shoppers said that they
wanted to avoid the risk of receiving their books late or not receiving their books
at all. Adding these two groups together, we have explained 36 of the 42 Co-op
shoppers. Further adding the students who wanted to visually examine text-
books before purchasing, we explain 41 out of the 42 Co-op shoppers’ choices
through a combination of risk avoidance, lack of incentives to shop elsewhere,
and convenience. Interestingly, nine of the eleven students who were in the
lowest income bracket and purchased their books from the Co-op indicated that

they purchased their books from the Co-op to avoid late delivery.
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Now consider the many sellers group. Ninety-five percent of the comparison-
shopping students in the first questionnaire indicated that price was their most
important concern in textbook shopping. When asked what incentives they
have to buy books from many sellers, the three most common responses were:
(1) T can spend money I save on other things (n = 29/38); (2) I respect my
parents and do not want to waste their money (n = 25/38): and (3) my parents

nag me to buy cheap(n = 5/38).

3 Estimation and Control Problems

In this section, we outline a multiperiod textbook-buying problem. A small
group of economists have studied similar estimation and control problems since
the 1970s. These linear optimization problems are often intractable, as shown
in Norman (1994). We present an example in Appendix A to demonstrate how
such a problem can appear simple, yet be noncomputable.

Almost all economists ignore the procedures to solve these optimization
problems, using Milton Friedman’s parable of the billiard player( Friedman and
Savage (1948)) to denigrate them. Friedman is right to indicate that we have
a natural talent for judging distance, velocity, and acceleration; all mammals
involved in hunter-prey interactions must have these talents. But that doesn’t
mean billiards is an innate skill. While an expert billiards player does not inte-
grate the equations of motion, he spends hours and hours in practice adjusting
the weights of his human neural network to become an expert. Similarly, peo-

ple are naturally capable of processing choice problems, but they aren’t born



knowing the optimal route to find the cheapest cereal that gives them the break-
fast experience they desire. Thus, our current assumptions about procedures
need revision. How do people actually find things? Are these procedures op-
timal? Man’s processing capabilities will be revealed by the ongoing research
into economics and the brain, but there are clear limits. Humans don’t mul-
tiply nontrivial n x n matrices in their heads—a process whose computational
complexity is at least quadratic. Indeed, if man had polynomial processing ca-
pability, there would be no need for computers. Our research-Norman et at
(2004)-suggests that humans, when they must make explicit calculations, are

sublinear processors.

We designed a multiperiod price search experiment with four trials where the
amount of computation did not exceed 50 arithmetic operations for any of the
trials. In these trials, the subject needs to buy a new textbook each semester
for either two- or four-semester periods. She can choose from two textbook
stores, each costing $5 in time and transportation costs to visit. For the sake of
simplicity, it’s assumed that she will not incur further transportation costs after
visiting each store once. The subject is told that one of the stores is cheaper by
$X 80% of the time and the other store is cheaper by $X 20% of the time, but
she isn’t told which store is which. The values of $X for the four trials in order

processed were $30, $10, $20, and $15.

In each semester, the subject must choose to go to either store A, store B,
or both stores A and B. If she goes to store A, she incurs a cost of $5 and buys

the textbook without finding out its price at store B. The converse is true if she
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goes to store B. If she checks both stores, she will incur a search cost of $10 and
buy from whichever store is cheaper. As the subject doesn’t know which store
will usually be cheaper, she should use Bayesian reasoning. If the subject checks
both stores twice and twice finds A to be the cheaper store, the probability that
A will be cheaper 80% of the time is 0.94. Given her initial lack of knowledge,
the subject should always check both stores in the first semester. After that,
her optimal strategy depends on the price difference and the length of the time
horizon.

As proved in Appendix B, this problem’s computational complexity is at
least quadratic in the number of semesters to consider. We only considered
one source of information (personal experience) to keep the computations as
simple as possible. If subjects can correctly solve a one-source problem, we
must consider two-source problems such as students also asking advice from

other students who shop online. If they can’t, there’s no such need.

4 Experimental Design

Our experiment had each subject solve four problems and answer questions on
a fifth page. This was informed by a preliminary experiment that involved eight
semesters and required more calculations to compute the optimal strategy than
most subjects were able to perform.

Subjects were asked to determine the strategy to maximize expected savings
in two- and four-semester problems. In each problem, the student faced two

stores. Every semester, one of the two stores would be cheaper than the other
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by $X. The subject was told that one store had a 0.8 probability of being cheaper
in any given semester, but wasn’t told which store. The subject was also told
that his costs would increase by $5 for every store at which he checked prices
in a semester: he therefore had an incentive to determine which store would
usually be cheaper. The experiment was prefaced with an instructions page
that carefully spelled out the details of the experiment and clarified them with
an example; this page is in Appendix C.

The characteristics of the four problems to be solved by the subjects are

shown in the table below:

Table 3

Characteristics of Four Problems

Problem | Stores | Cheaper Store | Number of Semesters | Price Difference
1 A and B A 2 $30
2 Cand D D 4 $10
3 E and F F 4 $20
4 G and H G 4 $15

The cost of checking prices at a store is always $5. Expected savings as a
function of strategy is shown in the table below, where “Chk n” is the number
of semesters that the subject checked prices at both stores and “Calc” is the

number of arithmetic operations to compute the indicated results for the row:

Table 4
Expected Savings

Problem | No. Semesters | Price Diff | Chk 1 | Chk 2 | Chk 3 | Chk 4 | Calc
1 2 $30 $35.4 $40 N/A N/A 9
2 4 $10 $5.40 | $4.18 | $2.78 | $0.00 43
3 4 $20 $35.8 | $39.95 | $40.57 | $40.00 | 49
4 4 $15 $20.60 | $21.14 | $21.06 | $20.00 | 49
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As indicated in Table 4, the optimal strategies for each of the four problems

are:

1. Check both stores twice.

2. Check both stores once. For the remaining three semesters, go only to the

store that had the lowest price in the first semester.

3. Check both stores three times, then go to the store which was more fre-

quently indicated to have lower prices.

4. Check both stores twice. If the same store is cheaper both times, go to
that store in the remaining periods. If not, check both stores in the third

period, and return to the two-time-lower-priced store in the fourth period.

The subjects for this experiment were 25 students from an author’s fresh-
man economics class. We offered a flat fee of $10 for participating and as much
as $25 more for answering questions correctly. Fach question’s reward was in-
dicated on its page. In the preliminary experiment, we asked subjects whether
the probability that the best strategy identifies the cheapest store was 0.7, 0.8,
or 0.9. Only 12.8% chose the correct answer (0.9). We thus expected no more
than twenty percent of our subjects to select the optimal strategy in any one
period, but we didn’t know whether subjects’ intuition would lead them in the
optimal direction. For example, would subjects check both stores more often
for the third problem than the fourth problem? To gain further insight into

subjects’ intuition, we asked the following qualitative questions.
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Answer questions 1, 2, and 3 below from your experience with the previous 4 problems.
There is a correct answer for each and each correct answer will raise your score by
one point.

1. The greater the price difference, the more times you should check prices at both
stores: __ True, or __ False

2. If, on the 2nd, 3rd, and 4th problems on the previous pages, we had used 8
semesters instead of 4, it generally, but not always, would have been wise to
check prices at both stores more often than you did for the equivalent 4 semester
problem: __True, or __ False

3. If you check prices at both stores twice and you get the same store as having
the lower prices twice, you should be more confident that this store is actually
the lower priced store 80% of the time than if you only checked prices at both
stores once. __ True or __ False

5 Results

Our results indicate that, although subjects don’t make optimal decisions, their
intuition concerning the qualitative differences in the optimal strategies is gen-
erally correct.

Let us start by considering the results for the first problem, which had two
semesters and a price difference of $30. Only six out of the twenty-five subjects
chose this problem’s optimal strategy: checking prices at both stores in both
semesters. Computing this strategy required few calculations. If the subject
checked prices at both stores in both semesters, his savings are 2 x ($30 — 2 x
$5) = $40. If the subject only checks both stores once and then returns to the
store that had the lower price in the first semester, his expected savings are
($30 — 2 x $5) 4+ (0.8 x 0.8 + 0.2 x 0.2) x $30 — $5 = $35.40. Given how many

subjects failed to optimize their savings, we conclude that subjects have little
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quantitative understanding of the problem.
But most subjects correctly answered our first three qualitative questions,

as shown in the table below:

Table 5
Responses to questions 1-3
Question 1 | Question 2 | Question 3
Correct Ans True True True
No. True 21 15 20
No. False 4 10 5
Significant Yes No Yes

The last row in the table indicates whether the responses were significantly
different from random at an « of 0.001. We therefore conclude that the subjects
have some qualitative understanding of textbook search: they realize that they
should check both stores more often as periods get longer and as price differences
increase. This is reflected in subjects’ performance in problems 2-4 (each four
semesters long, and with price differences of, respectively, $10, $20, and $15):

Table 6
Problems 2-4

Problem 2 | Problem 3 | Problem 4
Price Diff $10 $20 $15
Optimal Checks 1 3 2.32
No. Correct 10 3 2
Avg Checks 0.88 1.52 1.48
No. Skips 7 4 5

Most subjects failed to check both stores the optimal number of times. Some
even failed to check both stores in the first semester, as indicated by the “No.
Skips” row. But the real issue isn’t whether or not they pick the optimal

strategy; we want to know if their intuition leads them toward the best strategy.
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We thus examine whether the differences in “Avg Checks,” the average number
of times subjects checked both stores, are statistically significant. Problems
2-4 can be analyzed using Anova with one factor, the difference in prices. The

results are shown below:

Table 7

Anova results for problems 2-4

Source DF | Anova SS | Mean Square | I Value | Pr > F
Avg Checks | 2 | 6.42666667 | 3.21333333 4.69 0.0138

The Duncan test at o = 0.05 shows that the average number of two-store
checks for Problem 2 is different from that of Problem 3 and Problem 4. Subjects
may have little quantitative understanding of these problems, but they do have
qualitative insight into how many times to check prices and for this problem
the average number of price checks of both stores is near optimal. El-Gamal
and Grether (1995) found in a static experiment that the rule subjects used
the most was the Bayes rule. This experiment suggests that subjects have an
intuitive understanding of the implications of Bayes rule in a dynamic context

without making (or correctly making) the calculations.

6 How Close to Optimal

We are interested in whether consumers converge to an optimal purchase strat-
egy. As we and numerous previous experiments have shown—for example, see
Edwards (1968)—people need more evidence than do perfect statisticians to de-
termine the parameters of a model. Again, we would expect an intuitive opti-

mization procedure to converge more slowly to an optimal terminal condition
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than the optimal strategy. But we assert that student online textbook buying
strategies approach optimality during their college years.

We performed four surveys of students who bought their textbooks from
many sellers. Of the 92 students in these surveys, the first year they bought

textbooks from many sellers was:

Table 8
First year to buy textbooks from many sellers
First Year | Second Year | Third Year | Fourth Year
Number 28 36 22 6
Cum % 30.4 69.6 93.5 100

Our fourth questionnaire’s subjects bought books online for an average of
5.2 semesters and summer sessions. If students’ search procedures converge to
near optimal, it happens quickly! In Questionnaires 2, 3, and 4, we investigated
how students learned which sellers sell textbooks and among these who is likely
to have the cheapest prices. We asked the 92 students of Questionnaires 2, 3,
and 4, “How did you find out about sellers other than the UT Co-op (i.e., radio
advertisements, search engines, friends, etc.)?” Their responses are shown in

the following table:

Students learn about sellers over time, so one aspect of their search strategy

Table 9
Data sources for students using many sellers
Source Number | %
Friends/Relatives 75 82
Search Engines 43 47
Advertisements 24 26
Professor 6 7

is the number of sellers’ prices they check. The following table shows the number
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of sellers other than the UT Co-op at which the fourth questionnaire’s subjects

checked prices.

Table 10
Number of sellers at which subjects checked prices

Number Sites 112134 |56
Number Students | 1 | 7 [ 8 [ 126 |2 |1

By using a tabbed browser and textbook ISBN numbers listed on the UT
Co-op’s website, a student can quickly check prices at a large number of book
websites. It would thus appear that subjects’ search procedures were subop-
timal. But consider the prices we found for textbooks between 30 December
2005 and 19 January 2006 for all 23 of the undergraduate economics courses
on the sites listed in Section 2 (except for TexBooks, which was not activated
until 9 January, after which we started checking it, too). We considered three
quality levels of textbooks: (1) new U.S. edition; (2) good quality U.S. edition
with no missing pages, highlighting, or writing; and (3) lowest priced used book,
ignoring whether or not it was a U.S. edition. In the table below, we show the

frequency that sellers had the lowest price in each of the three categories.

Table 11

Cheapest sites in price survey
Site New | % | Good Used | % | Usable | %
AbeBooks.com 0 0 8 2 13 3.2
Amazon.com 180 | 43 175 42 87 21
BookByte.com 0 0 0 0 32 8
eBay.com 18 4 4 1 28 7
Half.com 212 | 51 199 48 193 48
Texbooks.com 0 0 6 1 35 9
UT Co-op Online 8 2 24 6 17 6
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For each of the three categories, either Half.com or Amazon.com was the
cheapest seller 94, 90, and 69 percent of the time, respectively. Hence a student
interested in either a new or good quality used U.S. text would have a near-
optimal strategy for buying economics books if she just checked two sources
other than the UT Co-op.

In survey four, we gave the participants a list of sites and asked them to
recommend sites at which they would recommend freshmen check textbook
prices. We also asked them at which sites they had checked prices, from which

they had bought, and of which they were previously unaware.

Table 12
Recommendations from seniors (n=38)
Source Recommended | Checked | Bought | Unaware
this site this site | from site | of site
SE1: PriceGrabber.com 2 13 0 21
SE2: Froogle.com 5 13 1 20
SE3: BigWords.com 1 5 2 27
SE4: CampusBooks.com 11 20 6 13
OL1: AbeBooks.com 12 16 11 20
OL2: Alibris.com 1 7 2 28
OL3: Amazon.com 31 35 28 0
OL4: BookByte.com 2 7 4 24
OL5: eBay.com 24 34 20 0
OL6: Half.com 31 34 31 2
OL7: Texbooks.com 7 14 7 19
OL8: B & N Online 4 30 5 1
OL9: UT Co-op Online 2 31 10 1
PS1: Half-Price Books 14 26 11 1
PS2: UT Co-op Bookstore 6 17 17 0

We can evaluate their strategy and recommendations by considering our
data on which sites had the cheapest price. Of the 38 participants, 18 said that

they bought the cheapest usable book they could find, while 20 said that they
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preferred good quality used books, but would buy new if no such used book
were available. Two ways we can evaluate the strategies are: (1) to look at
the probability that the strategy finds the cheapest price; and (2) to ask how
close the strategy comes to the cheapest price. From the perspective of (1),
the strategies are frequently not very good. FEleven of the 20 who wanted to
buy good used books didn’t recommend both Half.com and Amazon.com, and
would therefore find the cheapest book less than 60% of the time. But the
real issue is how close a subject comes to the optimal strategy: if a student
misses the cheapest book half the time but only pays a cent extra, his strategy
is fine. We can estimate how good a strategy is by comparing the student’s
performance with checking all sites for the lowest prices, just Half.com, just
Amazon.com, or just Amazon.com and Half.com. Consider the following table,
where proportions given are the proportion of textbook prices to prices at the
Co-op and integers in parentheses are how many students used that strategy as

compared to how many recommended it:

Table 13
Estimate of how close advised (used) strategy is to optimal

Approximate Strategy Goal Number Goal Number
Good Used | Advised(Used) | Cheap Usable | Advised(Used)
All Relevant Sites .69 1(3) 0.59 0(1)
Half.com and Amazon.com 71 10(13) 63 13(15)
Half.com 78 6(3) .66 2(1)
Amazon.com .81 3(1) e 1(0)
Neither Half.com 1.0 0(0) 1.0 2(1)
nor Amazon.com
Weighted Average of Above | 0.75(0.72) N/A 0.64(0.62) N/A

The subjects” advised (used) strategy costs no more than 8% (5%) above the
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estimated optimal when searching for good used books, and costs no more than
9% (5% ) more when searching for the cheapest books. Note that participants
often checked more sites than they’d recommend others check: 35 out of the
38 went to at least one website that they didn’t purchase from and wouldn’t
recommend to others. As a typical student checks far fewer websites over much
less time than we did, this behavior isn’t surprising.

If getting advice from friends was an independent drawing, we could ask
how many students would a freshman have to ask to get good advice. The table
below shows the probability of obtaining good advice from upperclassmen who

had bought textbooks online 4 or more times.

Table 14
Probability of obtaining recommendation for both Amazon.com and Half.com

Group 1 2 3 4
Half & Amazon | 0.63 | 0.86 | 0.95 | 0.98

This indicates that a freshman only has to talk to a few upperclassman to hear
good advice.

Two other factors in evaluating a strategy are timing and risk. To evaluate
timing, we normalized our collected data by the relevant new or used UT Co-op

price, and performed the following regression:

price = a + bt + ¢

where price is the normalized price and ¢ the number of days after 30 December

2005. The results are displayed in the following table:

Table 15
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Time trend in the textbook data

Seller New | Good Used | Low Cost
a 0.53 0.55 0.52
b 0.0086 0.01 0.002
t-value for b | 4.88 4.77 1.05

The regression indicates that the prices for all three categories increase slowly
over time (although the increase for the low cost case is insignificant). The stu-
dents surveyed who wanted high-quality texts purchased their books an average
of 1.6 days before class started. They would have performed better if they’d
started earlier.

Risk factors make it hard to say exactly how optimal a strategy is. A
book’s quality may be misrepresented in an online listing, or a semi-anonymous
seller may not deliver the book as promised. Twenty-five of the 38 students
questioned reported that at least one book they’d ordered had been delivered
late. In these cases, the average time of arrival was more than four days late.
One student never received his order. Another didn’t recommend Half.com
because he received two textbooks not of the promised quality. Twenty-two
participants try to control risk by using the rating system; the average user
rating they demanded was 91% positive. Of the data we collected, the average
rating of sellers was 95%. Once the risk factor is introduced, it is difficult
to precisely specify an optimal strategy. For example, if a student wanted a
guaranteed refund should her book not be delivered, then an optimal strategy
would be to only check Half.com and books sold directly by the various sites,
but not books sold in associated marketplaces. At sites other than Half.com,

refunds are largely handled by buyers and sellers, not the website.
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From the perspective of pure cost minimization, there are individual differ-
ences among the subjects, with some subjects having very good strategies and
advice, and others not so good. A student doesn’t have to check prices at a lot of
sellers to have a good strategy. For widely used introductory textbooks, Ama-
zon.com Marketplace sometimes lists over 400 sellers; Half.com is a similarly
large marketplace. As listings are sorted by price, there is enough competition

for students to expect a reasonably good price.

7 Conclusion

Decision psychologists since Tversky and Kahneman, for example, see Kahne-
man, Slovic, and Tversky (1982), have asserted and shown in numerous exper-
iments that human heuristics do not exactly optimize. The most passionate
current advocate of the limits of bounded rational humans is Gigerenzer (2002).
In this problem limited bounded rational humans are capable of achieving near
optimal performance because bounded rational humans solve the problem as a
distributed processing problem with an informal network and a time delay in
that the market knowledge of online shopping students is transferred to new
students. For cases where human procedures approach the results of an opti-
mization model, the optimization model is a useful model for studying outcomes.
Procedural economics needs to establish under what conditions and how close
to optimal are human procedures. The fact that human distributed process-
ing can provide greater computational resources than individual processing has

received scant attention in the literature.
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Appendix A

We consider the problem presented in Norman (1993), which employs the information-
based complexity model. A monopolist has a linear production process, faces a

linear inverse demand function, and has a profit function for t = 1,2,..., 7"

pe = a — dg,

Ty = PGy — C(Qt)v (1)
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g = B + G,

where a and d are known, ¢; is the tth observation of net output, x; is the tth
level of the production process, 3 is the unknown scalar parameter, and (; is
the tth unobserved disturbance term. The (; are iid normal with mean zero and
known variance one. Since the complexity results are invariant to defining the
cost function as a zero, linear, or quadratic function, the cost function is defined
as ¢(q:) = 0 to simplify the notation.

Given a normal prior on (3 at time ¢ = 1, the prior information on 3 at
time t is a normal distribution N(my, h), where m; is the mean updated by
hy = hy_y+ax?_and h, is the precision updated by m; = (my_1hi—1+q_121-1)/hy.
For this paper let us consider two cases:

1. The agent knows 3 precisely. He or she has either been given precise
knowledge of 3 or has observed (1) a countable number of times so that his or
her prior on  has asymptotically converged to N (3, o).

2. The agent’s prior information on (3 is represented by N(myq, hq), where
hy has a very small positive value.

The monopolist is interested in maximizing his expected discounted profit

over a finite time horizon:

T
Jr = Sup ED " pwd)alwe) | ¢, (2)
x t=1
where 7 is the discount factor, ¢"~' is (g1, g2, ..., ¢—1) and 2"~V is (xy, T2, .oy 74-1).

g1 and z'~! represent the fact that the decision maker anticipates complete

information that is observed exactly and without delay.



26 7 CONCLUSION

First consider the optimization problem where 3 is a known parameter. The
optimal z; can be exactly determined as a function of the parameters of f € F

without recourse to the information operator as

a

x; = 545" (3)

The (e=0)-computational complexity of this problem is 7 polynomial zero,

because the control that can be computed in 3 operations needs to be computed
only once for the entire time horizon.

Now let us illustrate the computational difficulty with case 2, the simplest

nontrivial example having a time horizon of only two periods, T' = 2. The value

function in the first period is

a*((mihy + quae) /by )?
4d([(myhy + qrey) [ (hy + 27)]2 4 (hy 4 21)71)

Jilqr) = —d. (4)

While the expectation of J1(¢1) has the form

i g

where Q1(q1) and Qz(q1) are quadratic forms in the normal variable ¢;. This
expectation cannot be carried out explicitly to give an analytic closed expression.
This implies the 0-complexity of this problem with an unknown parameter is

transfinite.

Appendix B
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Figure 1

Eventtree: probability that given store is cheaper in each semester.
(The prior probabiity that A'is cheaperis 0.8.)
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Theorem: If the price difference Z is less than $25 in the problem shown
in Figure 6, the computational complexity of solving this problem is at least a
quadratic process at the number of periods n increases.
Proof. From Figure 1 the number of nodes increases by 1 each period so that
total number to consider is 1 + 2 4+ 3 + ... which sums to a quadratic number
of nodes to consider. Now as n increases we need to show that the number of

nodes that must be considered to compute the optimal strategy increases as a

quadratic function of n.
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It is obvious that if one checks both prices m times the consumer should
check both prices in the first m periods. If the second law of induction (page 13
of Birkhoff and MacLane (1958)) we assume the proposition P(j) holds for all
J < m implies P(m) is true, then P(n) is true for all n. The proposition P(j) is
if we check prices j times and find the same store has lower price j times, then
there is some value of n that is optimal to check prices in the 7+ 1 period. Now
let us assume that we have checked prices m times. The possible combinations
of stores shown are m Ds and 0 Cs, (m-1) Ds and 1 C, (m-2) Dsand 2 Cs, ..., 1
D and (m-1) Cs, and 0 Ds and m Cs. Let us consider the case of m -1 Ds and we

draw another D. The posterior probability that D is the cheaper store increases

0.8m—!
(0.8m=1) y0.2m—1

0.8
0.8740.27)

from ] to ( and if we choose buy at D for the rest of the
(0.8m—1
(0.8m=1) 40.2m—1))

*10 -5 toS,, = 0.8*(().8,(,104_78072,”))*10—5. In the first case the expected savings in

time horizon the expected savings increases from 5,,_; = 0.8

the last n —m + 1 periods are (n —m + 1) % S,,_1 and in the second case the
expected savings in these periods are 0 4+ (n — m) * S,,. As S, > Sp,—1 there
is an n such that the second sum is greater that the first and it is therefore
optimal to check prices in the m** period. Now let consider the node with u Ds
and v Cs where u + v = m and v > v. As the v Cs cancel out v Ds we are left
with an equivalent problem of v — v Ds and v * 2 (10 - 2*5) = 0 contributions
to expected savings for the v pairs of CDs. By our hypothesis it is optimal to
check prices again for this node. The same is true for the other combinations of
Ds and Cs. Thus as the time horizon increases the number of nodes that must

be considered in computing the optimal strategy increases quadratically.
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Instructions
Objective: On each of next four pages you will be asked to buy one new textbook
each semester for either 2 or 4 consecutive semesters. You must devise a strategy to
find the textbook at the lowest average price - search cost. That is if 1000 students
used your strategy the average savings would be greater than any other strategy. On
the last page you will be asked several questions.
Reward: You will be paid a flat fee of $10 for participating determining the best
strategy is worth $2, $7, $6, and $7 on the next four textbook buying problems. You
can earn $1 for answering each of the first 3 questions correctly on the last page.
Problem Setup:
Factors common to the four problems:

Textbook: Buy one textbook each semester for the stated number of semesters.

Stores: There are two stores X and W with one more expensive than the other.
The stores in the 4 problems are A & B,C& D, E & F,and G & H

Search Cost: The stores are on opposite sides of town, and it costs $5 to drive
to each store from your home. For simplicity, assume cost of driving to both stores,
checking prices and buying cheaper priced textbook is $5 + $5 = $10.

Unknown Prices: If you check the prices of 100 textbooks at store X and store
W you would find that the one store would have prices that are $Z cheaper than the
other 80% of the time for all 2 or 4 semesters in the problem. The other store will
have prices that are $Z cheaper prices 20% of the time for all 2 or 4 semesters in the
problem. You do not know whether X or W will be the lower priced store 80% of the
time for all semesters in the problem unless you drive to find out.

Factors that vary in the four problems:

Semesters: The first problem is 2 semesters and the other three are 4 semesters

Price difference between two stores: The price difference is $30, $10, $20, and
$15 for the four problems in the order given.
Strategy:
Consider the following 3 semester problem with a price difference of $18 and the other
factors set to the values common to the four problems. You would see the a table
similar to the one below except there would be buttons to click:

Period 1 Period 2 Period 3
Buy store X Buy store X Buy store X
Buy store W Buy store W Buy store W
Check prices at X and W, | Check prices at X and W, | Check prices at X and W,
buy cheaper textbook buy cheaper textbook buy cheaper textbook

If you click ”buy store X” it costs you $5 to buy the textbook at store X without
finding out whether store W was cheaper. If you click ”buy store W” it costs you $5



30 7 CONCLUSION

to buy the textbook at store W without finding out whether store X was cheaper.
If you click ”Check prices at X and W, buy cheaper textbook” it costs you $10 to
check prices at store X and store W and buy the cheaper priced textbook. In devising
your strategy to find the lowest prices the question to ask is how many times do I
check prices at both stores: 0, 1, 2, or 3. It is more costly to check prices at both
stores so what do you gain? When you consider the four problems does the number
of semesters or the price difference make a difference in how many times you should
check prices at both stores?

Details for the four problems:

Think first and then click once for each period as only the first click on a button:
”Buy store X”, ”Buy store W”, or ”Check prices at X and W, buy cheapest” will be
counted.

If you click on ”Check prices at X and W, buy cheaper” WAIT FOR POPUP
WINDOW THAT TELLS YOU WHICH STORE IS THE CHEAPER.



